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The proper orthogonal decomposition theorem is used in an ``optimal''
modal reduction of a frictionally excited system. The chaotic dynamics are
exploited in obtaining a basis that broadly represents the system's dynamics.
This basis is used in a Galerkin's approximation to reduce the system order.
The reduced model is validated using qualitative and quantitative means and
also from the occurrance of bifurcations. The results con®rm the validity of the
method and expose the bene®ts of using proper orthogonal modes rather than
the linear natural modes of the system.
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1. INTRODUCTION

Proper orthogonal decomposition (POD) is a method of spatial characterization
of dynamically distributed media. POD, which will be described later as applied
in the present system, yields the optimal energy distribution in a set of measured
time histories of a system (Lumley [1]). POD was traced back by Lumley [1] to
independent investigations by Kosambi [2], Loeve [3], Karhunen [4] and
Pougachev [5]. Ravindra [6] has noted the similarity of POD with singular value
decomposition (SVD), and included a discussion of the roots of SVD, as they
reach back to the late 19th century, with that of Beltrami. Proper orthogonal
decomposition is primarily a statistical formulation widely used in pattern
recognition and image-processing communities. It is a procedure for extracting a
basis for modal decomposition from an ensemble of signals. Its power lies in the
mathematical properties that suggest that it is the preferred basis in many
circumstances. The attractiveness of the POD lies in the fact that it is a linear
procedure. The mathematical theory behind it is the spectral theory of compact,
self-adjoint operators. This robustness makes it ``a safe haven in the intimidating
world of non-linearity; although this may not do the physical violence of
linearization methods'' [7]. The linear nature of the POD is the source of its
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limitations, as will emerge from what follows. However it should be made clear
that the POD involves no assumptions about the linearity of the problem to
which it is applied. In this respect it is as blind as Fourier analysis [7]. The basic
service of this method is to quantify the coherence in an ensemble of data. In the
mechanics community, this technique was ®rst exploited by Lumley [1] in the
sixties in understanding coherent structures of turbulent ¯ows. Until recently
very few dynamicists have evinced interest in exploiting this tool for
understanding the spatial distribution of energy in a dynamic system. In the
recent past the POD theorem has been applied to estimate the number of active
states in chaotic attractors (Cusumano et al. [8, 9]), model distributed systems
(FitzSimons and Rui [10]), understand snap-through oscillations of buckled
plates (Murphy [11]), investigate ¯uid structure interaction problems (Sipcic et
al. [13]), etc., with different degrees of success. They all have used the technique
in quantifying the spatial coherence of the dynamics from observed information
at different locations. The foundation of this theory lies in linear concepts like
coherence and this could probably be the reason for the non-linear dynamicists'
hesitation in using this theory for systems showing non-linear phenomena. For
lightly damped linear transient vibrations, proper orthogonal modes (POMs)
converge to the linear normal modes (Feeny and Kappagantu [14]). Indeed,
similarities between POMs and linear natural modes (LNMs) have been
observed (Davies and Moon [15]). Generally, POMs are principal axes of the
data in the measurement space. For synchronous non-linear normal modes, the
dominant mode represents a best ®t of the non-liner normal mode (Feeny and
Kappagantu [14]). Evidence that this may carry over to multimodal non-linear
responses lies in the simulation results of Ma et al. [16].
One is interested in looking into the feasibility of applying POD theory to

systems subjected to frictional excitation and verifying the authors' hypothesis
that ``the proper orthogonal modes obtained from the chaotic dynamics of a
higher order system subjected to frictional excitation broadly represent the
system dynamics and hence can be used in building a reduced-order model for
the system''. The motivation comes from the fact that these systems are typical
of many mechanical systems and the energy dissipation due to the resulting stick
slip oscillations are known to be in the form of sound (automotive squeak, rail
wheel squeal, music from a violin string, etc.) contributing to increasing
maintenance costs in the automotive industry. Also, these vibrations are known
to cause serious problems in high precision machining. In addition to modelling
from the measured responses, POD has an added advantage that it gives the
modal coupling information which is critical to understanding squeak/squeal
phenomena.
Numerical and physical experiments were conducted to obtain time-series of

displacements at different locations on the system where the system behavior is
chaotic. This information was processed using POD theory and the dominant
modes were obtained. These modes were later used in building a reduced-order
model for the system. The reduced model was validated using different
qualitative and quantitative comparison techniques. Systems subjected to
frictional excitation were considered as a feasibility study for squeak and squeal
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problems, for which one's aim would be to identify the active modes and degrees
of freedom that contribute to the system dynamic response. The POD provides
modes which can be used in modal reduction in place of linear natural modes
which in many situations are unknown. In this paper only the numerical
experiments are presented.

2. SYSTEM DESCRIPTION AND MODELLING ISSUES

The frictionally excited spring±mass±damper system depicted in Figure 1 is
studied. One end of the chain is anchored. The other end mass is lying over a
moving belt with only the friction force acting between the belt and the mass in
the direction of oscillation. All the masses, springs and dampers are assumed
identical. Proportional viscous damping is assumed. The system can be
mathematically described by the equation

M�X� cK _X� KX � F, �1�
where c is the damping coef®cient, M, K are the mass and stiffness matrices. The
mass matrix is m times an identity matrix and the stiffness matrix is given by

K �

2k ÿk � � � 0 0
ÿk 2k � � � 0 0
0 ÿk � � � 0 0

..

. ..
. . .

. ..
. ..

.

0 0 � � � 2k ÿk
0 0 � � � ÿk k

266666664

377777775, �2�

where m is the mass of each block and k is the stiffness of each spring.
Noting that the friction force is acting only on the last mass, (the driving

mass), one sees that the F vector in the equation (1) is all zeros except the last
row. The force F is a column vector given by

F �

0
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Figure 1. Con®guration of spring±mass±damper system under frictional excitation.
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The friction law that one used is an approximation of the Stribeck friction law
and is similar to the ones used by Sugimoto [17]. When the relative velocity is
not zero the friction force fm is the kinetic friction force and is given by

fm � sign�Vr��mK � �mS ÿ mK�eÿajVrj�N, Vr 6� 0: �4�
When the relative velocity is zero the friction force is the static friction force

which is in dynamic equilibrium with the inertial, spring and damper forces of
the system. The bounds on this static friction force are given by

ÿmSN < fm < � mSN, Vr � 0: �5�
In the last two equations mK and mS are the kinetic and static coef®cients of
friction, N is the normal force between the driven mass and belt and a is a
constant dependent on the properties of the contact elements.
The above set of equations is only coupled through the matrix K and can be

solved directly by a standard numerical ODE solver, in conjunction with an
algorithm that accommodates stick±slip transitions. The present algorithm is
similar to that used by Whiteman and Ferri [18]. Even when the coupling is
through both M and K matrices one can reduce equation (1) into a non-
dimensional form. One assumes, for simplicity, m and k to be unity and the
damping to be proportional and viscous. Therefore,

�X� cK _K� KX � F: �6�
Using the relations Yi=Xi and Yi+1= _Xi, one can rewrite the above

equations in a state-space form,

_Y � AY� Bf, �7�
where the matrices A and B are

A � 0 I
ÿK ÿcK
� �

, B � 0

F

� �
: �8, 9�

When the driven mass is slipping over the belt, f in the above equation
represents the kinetic friction force which is known as a function of relative
velocity and normal force. It is implicitly time dependent.
When the driven mass is stuck to the belt, the relative velocity is zero and the

friction force that is in equilibrium with the restraining force from the springs
and the inertial forces is the static friction force. One only knows that the static
friction force is bounded by (ÿmSN, +mSN). Also in this state, the acceleration
of the driven mass would equal that of the belt a(t), which in turn is zero, as the
belt is considered to be moving at constant velocity. Hence,

0 � _Y2M �
X2M
i�1

A2M, i yi � B2M f, �10�

The static force f varies with time, but more speci®cally is dependent on the
time-varying displacements of the system. Rearranging terms,
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f � ÿ
X2M
i�1

A2M, i yi=B2M: �11�

Using this relation one can reduce the dimension of the state equation (7) by
one. But for determining the slip criterion, one needs the value of the force f.
Also the saving in reducing the state by one is not much considering the book
keeping one has to do in the implementation of the code. As such in the
implementation the authors used the full order set of equations (7) for both the
stick and slip modes of the system, with f appropriately de®ned by equations
(11) and (4) respectively.
The implementation details are as follows. The system is started with some

initial conditions and the belt is moving at some speed V. From the initial
conditions and the belt speed, the system mode, whether in slip or stick, is
determined. The system is in the slip mode when the driving mass velocity is
different from that of the belt. If the two speeds are the same, then the
restraining force S on the driving mass (due to the springs, dampers and inertia)
should be considered. This restraining force is in equilibrium with f, which is
de®ned in equation (11).
If the absolute value of this force S is within the static friction force, the

system is in stick mode. If it is any greater than the static friction force, the
system will slip. If the system is in slip mode, the force f of equation (7) is
determined by equations (4). The system is assumed to be in the slip mode.
When in the slip mode the instantaneous kinetic friction force is calculated based
on the relative velocity between the driving mass and the belt and this is used as
an external excitation force. The integration is carried out in small time intervals
Dt, until the crossover of the beltspeed by the speed of end mass (i.e., _XM crosses
V). When there is a crossover, the program steps back and uses a reduced time
step to calculate the state. This is continued till the end mass speed nearly equals
the belt speed. At this stage, the restraining force S on the end mass is
computed. If the restraining force satis®es the static force constraint, i.e.,
|S|< mSN, sticking occurs. If |S|e mSN the system continues to slip and one
continues to integrate the slip state equations.
When the system gets into the stuck mode, one integrates the state-equations

corresponding to the stuck mode in small time intervals Dt and at each instant
the restraining force S is calculated. This restraining force is compared with
limiting static friction to check for the slipping criterion. When |S| crosses mSN,
one reduces the time step and reintegrates until |S| equals mSN within some
speci®ed tolerance. The system is then ready to slip and the slip module takes
over.
To calculate the periodicity the system is run for a speci®ed number of time

steps at the end of which a check for any periodicity is made based on the slip
criterion (the absolute difference between the states at successive slips is
compared with the last slip recorded). In the present simulations constant belt
speed is assumed. The ®rst 1000 s of data has been discarded to account for
transients. In the absence of periodicity within the 5000 s, the simulations were
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continued for another 5000 s before the next check. This process was continued
up to 100 000 s.

3. HIGHER ORDER DYNAMICS, CHAOS AND ITS VERIFICATION

In order to illustrate the varied dynamics of this system undergoing stick±slip
oscillations, a sweep on the belt speed was carried out. Starting from a belt speed
of 0�5 the belt speed was moved to 0�001 in steps of 0�001. At each belt speed the
system was allowed to run until periodicity was reached or T=100 000 s,
whichever is earlier. The initial conditions at each speed are set equal to the end
conditions of the previous belt speed. All the displacements of the driven mass at
the times of slip are recorded against the belt speed. This data is plotted with the
belt speed on the x-axis and the slip displacements on the y-axis and is presented
in Figure 2. At a given belt speed, n points indicate the period is n. When n is
large, i.e., when there is a smear of points it indicates the dynamics are either
non-periodic or the system is still in the transient stage.
Figure 2 also shows phase portraits of the driven mass with the displacement

on the x-axis and velocity on the y-axis at three different belt speeds. The
periodic orbits are obvious. But the non-periodic orbit needs some veri®cation
for chaos.
Phase space reconstruction studies have been used for this purpose. The

Lyapunov exponents of the reconstructed attractor were determined using the
algorithm of Wolf [19]. In order to minimize the effect of non-smoothness, the
velocity time series of the ®rst mass from the anchored end was used to
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Figure 2. Bifurcation diagram of the full model (a) and a few different possible orbits (b), (c)
and (d). The belt speeds for these orbits are (b) 0�20, (c) 0�22 and (d) 0�25.
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reconstruct the pseudo attractor. This velocity time series was interpolated for
uniform sampling. Using the ®rst minimum of mutual information criterion [20,
21], one obtained a time delay of 11 average time periods. Using the method of
false nearest neighbors [22] an embedding dimension of 6 was determined to be
suf®cient to unfold the attractor. With these two parameters de®ned one
obtained the ®rst positive Lyapunov exponent from the application of Wolf's
algorithm on the time series to be 0�2833 con®rming the chaotic nature of the
time series.
Thus the dynamics of this frictionally excited system have been shown to

become chaotic in some parameter ranges. As mentioned earlier the next step is
to exploit this chaos.

4. FINDING POMS AND SYSTEM REDUCTION

The proper orthogonal decomposition theorem states that the eigenvectors of
a spatial correlation matrix formed of an ensemble of data form an ``optimal''
basis for the ensemble. These eigenvectors are referred to as proper orthogonal
modes (POMs) and the eigenvalues are known as proper orthogonal values
(POVs). The POVs are proportional to the signal ``energy'' contained in the
POMs.
In the present experiment the displacement time series of the masses form the

ensemble. One collects all the displacements in a matrix www. Each column of the
matrix represents the time series of displacement of a given mass. This allows
one to de®ne the spatial correlation matrix R by R=wwwTwww. This being an
Hermitian matrix of relatively small size, ®nding the eigenvectors is not dif®cult.
The SVD routine of the software program MATLAB was used to do this.
The displacement data of different orbits was collected and for each of them

the proper orthogonal modes determined and presented in Figure 3. Note that
only those POMs that account for more than 99% of the signal energy are
presented. For each of the different orbits one sees that the system shows a
different set of POMs. Though for most of the cases only two modes were found
to dominate and these modes happen to be the same in the limit, one does ®nd
different sets of dominant modes for different kinds of orbits. This gives rise to
the problem of ®nding a single set of POMs that broadly represent the system.
The authors conjecture that the POMs obtained from the chaotic orbit would

represent the system in the broadest sense possible. This is because of the fact
that a chaotic orbit visits many unstable periodic orbits and hence should
contain more information about the system than a single periodic orbit. Also,
chaos has random like properties.

5. MODAL REDUCTION

5.1. THE MATHEMATICS

The dominant POMs (``dominance'' criterion discussed in the next section) are
represented by columns of the matrix U. These modes are used in transforming
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the system co-ordinates Y, to a new set of co-ordinates Q, using the relation
Y=VQ+ �Y, where V is a 2M6 2L block diagonal matrix, and both the
M6L blocks equal U. �Y is the mean of Y across time. By measuring Y from
the points of static de¯ection of each mass, one can easily show that �Y equals
zero. Thus one can write Y=VQ. The usage of this transformation in the
system's full model equation results in a reduced system equation. The
dimension of the system equation in state space notation changes from 2M to 2L
in this reduction. Here M is the number of DOF and L is the number of
dominant modes. Equation (7) then leads to

V _Q � AVQ� Bf: �12�
Premultiplying this equation by (VTV)ÿ1VT results in

_Q � �VTV�ÿ1VTAVQ� �VTV�ÿ1VTBf: �13�
Denoting (VTV)ÿ1VTAV by AR and (VTV)ÿ1VTB by BR one can rewrite the
above equation as

_Q � ARQ� BR f: �14�
These 2L equations can be integrated as before to obtain the values of Qis at
each time step. Again the de®nition of f is based on the slip and stick modes. As
such during the slip mode one needs to constantly monitor the driven mass
speed, which is given by

v�t� � _YM � Y2M �
X2L
i�1

V2M, i Qi �15�
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Figure 3. Typical orbits of the 10-SMD system are shown in the ®rst row (a), (b) and (c) and
corresponding dominant POMs are shown in the bottom row (d), (e) and (f). Orbits (a) and (b)
are obtained at a belt speed of 0�25 with different I.C.'s and orbit (c) is obtained at a belt speed
of 0�20.
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and during the stick mode de®ne f in terms of Q(t). Noting that the driven mass
when stuck to the belt (moving at constant velocity) has zero acceleration, one
has

0 � _Y2M � V2M, i
_Q � V2M, i�ARQ� BR� f: �16�

Here V2M,. indicates the 2Mth row of the matrix V. Moving f to the left side
results in

f � �ÿ1=V2M,:BR�V2M,:ARQ � DQ, �17�
where D is de®ned accordingly.
Noting that the POMs are obtained from experimental data, one realizes that

equation (14) is a reduced order model built from experimental data, the
reduction in order being from 2M to 2L.

5.2. THE ORDER OF REDUCTION

Now that one knows how to construct a reduced order model, the next
question is how to decide on the order of reduction? General practice in literature
is to pick the ®rst few modes; the sum of whose corresponding eigenvalues
exceeds 99% of the sum of all eigenvalues. Cusumano et al. [8, 9] studied the
correlation between the 99% criterion and the false nearest neighbours test for
dimensionality of the reconstructed phase space. The validity of the 99%
criterion in the selection of dominant modes is veri®ed as follows. In Figure 4
the phase portraits (plots of velocity versus displacement of the driven mass) of
different reduced models of the system with different levels of reduction are
shown. Note that for the system under consideration, six of the modes have
eigenvalues summing up to 99% of the total. The one and two mode reduced
model phase portraits have not been shown as they deviate well beyond the
range shown in the ®gure.
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Figure 4. Phase portraits of 10-SMD system, with different levels of reduction. A qualitative
comparison for determining the order of reduction.
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For quantitative comparison of the full and reduced systems two different
measures were considered. One of the measures corresponds in a sense to the
total energy in the system. The energy E in the system can be represented by

E � 1
2

XM
i�1

_X2
i � 1

2X
2
i � 1

2

XM
i�2
�Xi ÿ Xiÿ1�2: �18�

With this relation one can de®ne Ef and Er for the energies in the full and
reduced system respectively. The deviation of the reduced system from the full
system can then be represented by

DE � 100
�Ef ÿ Er�

Ef
�19�

and this deviation is used as one of the measures.
Other measures that one uses to compare are the deviations in the

displacements and velocities of the individual masses and the sum square of
those deviations:

DX � 100

����������������������������������������������������������������������������XM
i�1

DX2
i � D _X2

i

 !, XM
i�1

X2
i � _X2

i

 !vuut : �20�

This measure would take care of the problems where one has the ®rst measure
small in spite of a large phase difference. Table 1 shows the statistical measures
of deviation of the models from the full model.
From the qualitative comparison one ®nds that with six-mode reduction the

orbit is close to that of the full system. From the table one also notes that the
statistical deviation of the reduced system from the full system is well within the
limits. As such the 99% criterion is accepted for selection of number of modes
and one continues with the research. One however must mention that for some
engineering applications, agreement such as the three-mode case is considered
great and settling for two or three-mode cases considerably simpli®es the
analysis of the system.

TABLE 1

Statistical deviations at different levels of reduction

No. of modes (L) 9 8 7 6 5 4 3PL
i�1 li

.PM
i�1 li6100 99�99 99�95 99�90 99�59 98�53 96�50 94�05

DX 0�05 0�25 0�39 1�08 2�17 4�67 6�07
DE 0�01 0�02 0�01 0�06 0�44 0�99 2�07
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6. VALIDATION OF REDUCED MODEL

Now that the order of reduction has been decided, the next step is to validate
the reduced model. Different methods have been considered in comparing two
non-linear systems. The foremost method is to compare the qualitative behavior
of the two systems. The next is to look at the energy content. This gives a
quantitative comparison. Another important feature of non-linear systems is the
occurrence of bifurcations and jumps. Towards this one compares the
bifurcation diagrams generated from the two systems. The chaotic dynamics can
be compared using Lyapunov exponents. Another comparison for chaotic
dynamics is the comparison of skeletons of the attractors.

6.1. QUALITATIVE COMPARISON

For qualitative comparison one refers to Figure 5, where the phase portraits
of the system obtained from the full and reduced models are depicted. Phase
portraits of the system are obtained by plotting the displacement versus velocity
of the driving mass. With different initial conditions and belt speeds the system
gives rise to different dynamics and the corresponding phase portraits are plotted
from the reduced and full models. In the plots are shown the phase portraits
from the reduced model in the top row and those from the full model in the
bottom row.
One can observe that the phase portraits of the two systems look similar,

including the complicated orbits of higher periods, where although there are
deviations, the size of the attractor is of the same order.
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kept constant.
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6.2. QUANTITATIVE COMPARISON

For quantitative comparison of the periodic orbits, one can use the same
measures that were used in determining the order of reduction. In Table 2 these
measures are listed for the three periodic orbits that were used for qualitative
comparison. From Table 2 one realizes that the statistical deviations of the
reduced model predictions from the full model predictions are rather small, more
so from the energy perspective. One does not want to elaborate on this
comparison as the tolerances allowed are application dependent. For example, in
a computer assembly plant the tolerances could be fractional percentages
whereas in a steel plant even 5±6 percent deviation is considered acceptable. One
also notes that in some applications the maximum deviation between the
predicted and actual displacements of the system at some particular location
would be the deciding factor. An example would be the case of a pick-and-place
robot manipulator. The allowable deviation is again dependent on the speci®c
application.

6.3. COMPARISON OF BIFURCATIONS

Another possible method of comparing the two systems is to check for
the occurrence of bifurcations. Towards this goal the bifurcation diagrams
(Figure 6) for both of the models were generated and a comparison made. One
varied the belt speed from 0�500±0�001 in steps of 0�001. The initial conditions at
each belt speed equal the end conditions of the previous speed for the reduced
system. Note that the same initial conditions that were used for the reduced
model at each belt speed have been used for the full model also. Thus one is
comparing the system dynamics in steady state that go close to the subspace
spanned by the L modes of the system. Here one presents the two bifurcation
diagrams.
As typical of any two non-linear systems, one sees differences. The difference

is small when the reduced system predicts periodic orbits. However, for
bifurcations into non-periodic orbits, the predictions did not match well with the
full model. This could be attributed to a shift in basin boundary and the
sensitive dependence on the initial conditions of the chaotic systems.

TABLE 2

Quantitative comparison between full and reduced
models; �x and �E are defined in equations (20)

and (19) respectively

Period DX (%) DE (%)

1 0�614 0�095
3 2�527 1�350
5 4�873 0�610
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6.4. UNSTABLE PERIODIC ORBITS

During a chaotic orbit, the system visits countably many unstable periodic
orbits, see reference [23]. These unstable periodic orbits form the skeleton of the
chaotic orbit. One way of comparing the chaotic orbits is to compare these
skeletons. Lathrop [23] gives a procedure of extracting the unstable periodic
orbits in a reconstructed attractor from a time series. In this method a phase±
space attractor is reconstructed from the data using the standard method of time
delays. The attractor is the set of points y(n)= (sn, sn+T, � � � sn+(dÿ1)T). The time
delay T and embedding dimension d are determined as earlier on the basis of
mutual information and false nearest neighbors respectively. The orbits are
located as follows. Let e> 0, and let y(i) be a point on the reconstructed
attractor. One follows the observed images y(i+1), y(i+2), � � � of y(i) until one
®nds the smallest index k> i such that ||y(k)ÿ y(i)||< e. If such a k exists, one
de®nes m= kÿ i and say that y(i) is an (m, e) recurrent point.
In this analysis one ®xes e=0�56Dy, where Dy is the average distance

between two consecutive points on the attractor. In the following one shows the
skeletons of the attractors (Figure 7) reconstructed from the velocity time series
of the ®rst mass, obtained during the sweeps when the belt speed is 0�2, both the
systems starting with identical initial conditions. One ®nds that the approximate
unstable orbits have close resemblances qualitatively.

7. DISCUSSIONS AND CONCLUSIONS

Proper orthogonal decomposition has been used in a Galerkin-based order
reduction of a frictionally excited multi-degree-of-freedom numerical system.
This work thus bridges the work of Cusumano and Bai [8] which relates the size
of a non-smooth system to spatial coherence of the system and the work of
FitzSimons [10] which deals with modal reduction of simple smooth systems
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Figure 6. Comparison between (a) reduced and (b) full models: bifurcations.
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using POD. Also in this paper modal reduction and modal projection in a stick±
slip system were reinforced, which is a non-trivial task.
Though the reduction is only from an order 20 to an order 12 (this being a

discrete system), one suspects a better reduction can be achieved for the same
criterion, in the case of continuous systems where only a few modes of the
system dominate the dynamics. Another important issue is that the criterion
used for picking the number of modes is application dependent, the same
criterion can be better for some applications and can be worse for some others.
Detailed analysis of an experimental system with frictional excitation is
presented in another paper where a beam subjected to frictional excitation at the
tip is modelled and is described by three dominant POMs. The reduction in the
order helps in applications like building controls, viz. the control of robot
manipulators where non-smooth forcing like friction and impact are imperative.
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